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Abstract— The study of motion control for the fish-like robots
in complex fluid fields is of great importance in improving
the performance of underwater vehicles, due to its strong
maneuverability, propulsion efficiency, and deceptive visual
appearance. In this article, a novel learning-based control
framework is first proposed to autonomously explore efficient
control policies that are capable of performing motion control
tasks in non-quiescent and unknown background flows. First,
we utilize a high-fidelity simulation system, named FishGym, to
generate various uniform flows. Next, a DRL-based algorithm
is incorporated with the FishGym to train the fish-like robot to
control its motion to optimally complete a delicately designed
task (Approaching Target and Stay) in both quiescent and
uniform flow. Then, the obtained control policy together with
an online estimator is directly applied to a Path-Following Task.
The proposed framework well balances the simulation accuracy
and the computational efficiency, which is of crucial importance
for effective coupling with the learning algorithm. The simula-
tion results indicate that, via the proposed learning framework,
the robot successfully acquired a swimming strategy that can
be used to adapt to different background flows and tasks.
Furthermore, we also observe some adaptation behavior of the
robot, such as rheotaxis, that is similar to the fish in nature,
which gains us more insight into the mechanism underlying the
adaptation behavior of fish in a complex environment.

I. INTRODUCTION

Due to the huge potential to be used in engineering, the
robotic society has long been interested in comprehending
and taking advantage of the motion control strategy used by
animals in nature [1][2]. Understanding the control strategy
adopted by animals and insects is of great importance in
improving the performance of man-made robots. In recent
years, Deep Reinforcement Learning (DRL), has been proven
to be a powerful paradigm to study bio-inspired robots, es-
pecially for those with complex dynamics, such as the snake
robots [3], the flapping wing hummingbird robots [4][5],
the quadruped robots [6][7], and underwater robots [8][9].
However, for those robots, obtaining an implementable DRL
policy through real-world interactions is not only time-
consuming but also likely to damage the robot. As a re-
sult, the paradigm that transfers learned policies from the
simulation platform, such as MuJoCo [10] and ISAAC [11],
to the actual robot is frequently used [12][13]. Despite the
impressive results produced by the combination of DRL-
based approaches and simulation platforms, one obvious
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Fig. 1: Comparison of the static flow trained approach and
the proposed approach in a flow field environment. The left part
shows the trajectories of the fish-like robot for the path-following
control task with two different policies in a nonstatic flow field. The
direction of the flow is from left to right and the speed is 0.2m/s.
The diamond pattern represents the fish-like robot, and the dot in
the diamond pattern means the head direction of the robot. The star
pattern means the start position of the path, and the direction of the
path is clockwise. The right part shows the specific posture of the
fish-like robot.

challenge with using such a methodology is that, in order
to obtain a robust control policy for every specific task, the
learning agent must repeatedly explore a wide range of differ-
ent possible actions in many different environmental states,
which in turn poses a great challenge on the computational
efficiency and accuracy of the simulator [14].

In this work, among all kinds of bio-inspired robots, we
focus on the fish-like robots [15][16][17] that have drawn
intensive investigation thanks to their strong maneuverability,
propulsion efficiency, and deceptive appearance. Following
the sim-to-real paradigm, significant efforts [15][18][19]
have been devoted to developing learning-based control
policies for the fish-like robots to complete a specific task.
To accurately reflect reality, a straightforward idea is to
directly combine the DRL with Computational Fluid Dy-
namics (CFD) simulators [20]. But traditional numerical
solutions based on the Navier—Stokes (NS) equations [9][8]
or dynamic overset unstructured grid method [21][22] will
lead to an unacceptable rising in the time cost of the training
process, even just in 2D space. One widely used solution is
to use a data-driven (surrogate) model [23][24][25] generated
from real-world interaction to partially or completely replace
the original CFD simulator. But such an approach limits the
obtained control policy to the particular agent in a particular
environment, as shown in Section III. Furthermore, the ma-
jority of the DRL-based control research works for the fish-
like robots mentioned above are restricted to a quiescent flow
field in 2D space. Very few works consider an non-quiescent



flow field [26][27][28] and/or 3D environment [25], where
either the control task is reduced to a rather simple one (e.g.
single angle attitude control for position fixed fish-like robot
[26].) or the model accuracy is dramatically sacrificed for
the computation cost.

In summary, the difficulties of efficiently simulating and
designing a motion controller for fish-like robots mainly stem
from the absence of an efficient control framework along
with a fast simulated environment that enables the fish-like
robot to learn swimming techniques, especially in unknown
and non-quiescent 3D flow environments. Inspired by the
above observations, this paper addresses a nontrivial control
problem for multi-articulated fish-like robots in unknown and
altered flow fields.

To solve the problem, we propose a learning-based adap-
tive control framework, which combines a DRL-based con-
troller, a Supervised Learning (SL)-based estimator, and
a high-performance 3D simulator to enable the robots to
quickly adapt to the different environments and complete
the task. Here in this work, the environment with non-
quiescent background flow fields is simulated by a tailored
FishGym [29] simulator that achieves excellent performance
and efficiency [30][31][32] in simulating the two-way inter-
action dynamic between fish-like robots and non-stationary
surrounding fluid in a 3D space. As a result, it enables us
to generate a variety of flow fields and combined them with
reinforcement learning methods in a reasonable time (see
Section II for more detail). Instead of end-to-end learning,
we break down the training task and obtain the control
policy in two steps. First, the flow-related knowledge is
assumed to be available and a full-information controller is
trained in various uniform flows generated by the tailored
FishGym. Secondly, we use the data generated in the first
stage to train an observer that can estimate the flow-related
knowledge given the current and recent history information
of the robot itself. Then, the trained controller and estimator
are combined to form a control algorithm for the fish-like
robot to execute in an environment with altered flow fields.
Finally, the effectiveness of the proposed scheme is verified
by two typical motion control tasks, namely an Approaching
Target and Stay (ATS) task and a Path-Following Control
(PFC) mission, both in altered flows.

It should be noted that we acknowledge that the learning
methods employed in the presented scheme are not com-
pletely original, since proposing new learning techniques is
not our focus. Instead, the main contribution of this work is to
develop an interpretable and generalizable control framework
that enables researchers to combine advanced learning-based
methods with a high-fidelity simulator to solve a high-
dimensional, nonconvex, and nonlinear control problem for a
robot operating in a complex flow environment. Specifically
for fish-like robots, to the best of our knowledge, this is
the first work that obtains a learning-based adaptive control
policy for a fish-like robot that is capable of quickly adapting
to altered flows in simulation. This preliminary work opens
the possibility to produce proper control policies for fish-like
robots swimming in a more complex (unsteady and even

(a) A fish-like robot model

(b) Sampling points for IBM

Fig. 2: Tllustration of a fish-like robot example. (a) A skinned
fish-like robot model, which is created from the Computer Aided
Design (CAD) software. (b) The generated sampling points of a
fish-like robot for IBM. The sampling size is 10000.

vortical) flow field, with promising applications for better
sim-to-real transfer.

The rest of this article is organized as follows. Section II
introduces the modified FishGym simulation and the multi-
link robotic fish briefly. In Section III, the motivation for
this work has been demonstrated. In Section IV, we propose
a learning-based framework that combines the DRL-based
controller and the SL-based estimator. Simulation results are
presented in Section V. Finally, Section VI concludes the
article with some discussion.

II. FISH-LIKE ROBOT AND EXPERIMENTAL PLATFORM
A. Fish-like Robot

Inherited from the FishGym, we model a fish-like robot
by using an articulated rigid body with surface skinning. An
example of a fish-like robot model is shown in Fig. 2(a).
The skeleton motion of a fish-like robot is driven by the
articulated rigid body dynamics [33]. Given a specific set of
joint angles, the surface shape of a fish is determined by the
linear blend skinning method [34]. In this way, a fish-like
robot can modify its skeleton pose by just changing its joint
angles, which consequently determines its surface shape.

B. FishGym Simulator with Flow Fields

FishGym is a high-performance underwater robot simula-
tion platform based on a recently proposed GPU-optimized
lattice Boltzmann solver [32]. Compared with traditional
CFD-based simulators, FishGym can greatly accelerate the
learning process for fish-like robots control. To support
generating altered flows, some modifications have been made
to the FishGym. First of all, the simulation is conducted in
a large fixed domain, rather than in a moving local domain
as in [29]. Next, an inlet boundary condition is set for the
stream source. Given a desired inflow velocity v(xipet, t),
the discrete distribution of the inlet, f;(xiner,t), is directly
set as the Maxwell-Boltzmann equilibrium distribution. For
other domain boundaries, Neumann boundary conditions are
applied. Immersed boundary method (IBM) is used for fluid-
structure interaction. To calculate the penalty force in IBM,
we uniformly sample points on the surface of the solid object
by using the method proposed in [35], which is an efficient
algorithm to generate Poisson disk sample sets with a desired
size. Fig. 2(b) shows an example of the sampling points
for a fish-like robot. To speed up the sampling for IBM,



Open Multi-Processing (OpenMP) is used to make sampling
parallel.

III. KEY OBSERVATION

In this section, we will demonstrate that considering the
flow information in the first place of designing a motion
controller for the fish-like robot is essential. It has long
been observed that fish can adapt to various flow fields
and successfully achieve their goal. The adaptation be-
haviors, such as rheotaxis? [36][37] and Karman gaiting
[38], outperform what is currently possible with an artificial
autonomous underwater vehicle. The mechanism underlying
these adaptation behaviors is complex and far from being
fully understood. A key issue in understanding the underlying
mechanism is the clarification of the role of the flow envi-
ronment. However, the majority of the learning framework in
the literature did not consider the nonstatic background flow
field that can dramatically change the two-way interaction
dynamic between fish-like robots and the surrounding fluid.

Fig. 1 compares the performance of two different policies
in completing a path-following task in a uniform flow field:
the blue one is generated by a DRL approach trained in static
flow while the red one is driven by the proposed method.
The result clearly shows that the uniform background flow
degrades the performance of the static policy and causes
the robot unable to adapt its motion to the environment
change and compensate for the flow-induced displacement.
Moreover, for our policy, special attention needs to be paid
to the behavior during the last seconds (highlighted in an
orange box and magnified in the left-half part of Fig.1),
where the robot not only keeps its position close to the
desired trajectory but also chooses to turn around to face the
oncoming flow. Note that, we did not use any angle-related
term in the learning process (more details will be given later
in Section IV). This behavior is known as rheotaxis. Thus,
we believe the proposed framework allows us to study the
control policy of fish swimming in complex environments,
with which researchers are able to understand the design
concept and control strategy of fish, and put them into the
production of man-made underwater vehicles.

IV. HYBRID FRAMEWORK FOR CONTROL PROBLEMS OF
FI1SH-LIKE ROBOT IN UNKNOWN FLOW FIELDS

In this section, we intend to utilize the modified FishGym
simulator described in Section II to develop a learning-based
control policy that allows the fish-like robot to complete
several control tasks in uniform flow fields with unknown
velocity and direction.

The overall structure of the proposed learning framework
is depicted in Fig. 3, which consists of two modules: the Full
Information Controller (FIC) and the Flow Characteristic
Estimator (FCE). The FIC takes all the state of the robot,
task and flow-related knowledge as the inputs and outputs
of an action vector to the robot, while the flow-related
knowledge is provided by FCE. Instead of employing any

2which is a tendency of the fish to directly face into an oncoming current
to capture the food carried by the flow

extra sensors such as Artificial Lateral Line Systems (ALLS),
the FCE tends to identify the flow-related information using
merely the sequential history of the state-action pairs. In what
follows, we will introduce how we obtain each module via
the presented learning framework in detail.

A. Formulating the Control Problem

The control problem is considered to be a Markov De-
cision Process (MDP), which can be described as the tuple
(S, A,r, fu). At each time step k in an episode, the robot
observes a state s, € S, executes an action a; € A according
to a control policy 7(ax|sx), and receives a scalar reward
ri = 7(Sk,ax), in which reward function r(-,-) is used to
evaluate how well the robot accomplishes the task. Then,
the state s, changes to sii; according to environmental
dynamics f,(s,a;) which is parameterized by a constant
vector u characterizing the uniform flow field, reads as
follows

B = [eflowavflow] (D

where 0 10w, Vfiow 18 the direction and speed of the uniform
flow, respectively. At the end of each episode, we get a
trajectory 7(m) = [So,a0,r0,S1,a1,L1,- -] under 7. The
objective for the robot is to learn a control policy 7* that
maximizes the expectation of the discounted cumulative
reward defined as

T = arg max Er(m) [Z yrgl, (2
k=0

where 7 € [0,1) is the discount factor.
To be specific, the state s; concatenate three portions is
given by

- [SZObOt,SZaSk,Silow} (3)

where the sZOb"t is the state of the robot is measured by

proprioceptive sensors, which is defined as:

SngObOt = [9r0b0t7 Urobot s gjointsa 'Ujoints} (4)
where 0,op0ts Urobot 18 the orientation and linear velocity
of the fish-like robot, respectively. The 0;,ints, Vjoints refer
to the angle and velocity of the robot’s joints. The s};‘“k
stands for some task-related information depending on the
specific task. The action ay, is the torque input to the joints
of the robot, and the reward r is task-specific and will be
introduced with tasks in Section V.

In the proposed framework, we ensemble an extra state
vector s{low to represent the flow-related knowledge. Choos-
ing an appropriate state vector sklow to describe the flow,
especially for the complex fluid fields, is again a challenging
issue that remains unsolved. Nevertheless, since the flow
field in this work is altered and uniform flow field, the
straightforward idea is to use a 2D vector to characterize

the flow-related state silm" that is defined as

{1 = (A8, Av] (5)

Al = Gflow — Brobot, Av = Uflow — Urobot
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Fig. 3: Proposed framework. The central part is the tailored FishGym simulator which can generate altered uniform flow. (A) The
controller training process for the full information controller. The actor network interacts with FishGym and stores the interaction data in
the replay buffer for critic network and actor network learning. (B) The training process for flow characteristic estimator. The dataset is
processed from the replay buffer. The input of the flow estimator is the current action concatenates with the history of state-action pairs
and the output of the estimator is the vector  used to describe the flow characteristics. (C) The online evaluation in unknown flow fields.

Once trained, the weights of the flow estimator network and actor network are fixed. The flow estimator use the history interact data to

estimate [, then process fi into §{ 'ow and concatenate it with the current St

controller)

where A6 is the relative angle between the direction of the
robot 6,..p,¢ and the direction of the flow 04y, Av is the
difference between the velocity of the background flow v ¢4,
and the velocity of the robot.

B. Full Information Controller

Now, we formally introduce the training procedure for the
FIC. To break the mutual dependence between the controller
and estimator, we first assume that the flow characteristic
vector 4 is available in training the FIC, that is the state
sﬁlow can be directly calculated by (1) and (5).

In this work, we use the Soft Actor-Critic (SAC) [39]
algorithm to train the FIC. SAC is one of the actor-critic
methods, it takes the entropy of the action into consideration
and automatically uses the temperature coefficient o to adjust
the weight of the entropy term. These features can greatly
improve the sampling efficiency of the algorithm and shorten
the data required for training. The usage of this maximum
entropy framework leads to robust policies, that do not
collapse into a single successful trajectory but explore the
complete range of successful trajectories. For more details
of the SAC algorithm, the reader is referred to [39]. In
addition, SAC is an off-policy algorithm, which makes it
more sample efficient than on-policy algorithms like PPO
[40]. This feature makes the SAC favorable in this work from
the computation efficiency perspective. Nevertheless, the
success of the proposed framework does not entirely rely on

task

robot and st

as input for actor network (i.e. full information

SAC, which can be replaced by many other more advanced
DRL algorithms as long as the algorithm complexity does
not dramatically increase. After sufficient training, we fixed
the actor network as our FIC.

C. Flow Characteristic Estimator

To remove the unrealistic assumption on the accessibility
of the flow characteristic vector p in FIC, in this section,
we will train an FCE to provide an estimate j with suffi-
cient accuracy, and further obtain the estimated flow-related
information §£lm” by (5). As we mentioned before, the
ALLS [26][41][27] sensor which usually is used for fish-
like robots in non-static flow is not available. Therefore, we
used the history of state-action pairs to extract flow-related
information.

To this end, we formulate a regression problem to train
a flow characteristic estimator ¢ that can estimate the flow-
related information /i, given the current action and the history
of state-action pairs, which is described as:

(k) = (S5 ag—n), -, (552 ak—1),a;)  (6)

where n is the length of history of state-action pairs. Then,
we can get the estimated information éilow by (1) and (5).

To train the FCE, we use the interaction data in the replay
buffer which is generated by the DRL training process of
FIC as shown in Fig. 3. In this way, we avoid generating
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Fig. 4: Schematic of the two control tasks of the fish-like
robot. (a) ATS task. The p* is the target point and the Rp is
the exploration bound that prevents the agent from getting too far
away from the target. p(k) is the position of robot and ¢(k) is the
orientation of the robot at the time step k. d(k) := ||p(k)—p*|| € R
is the distance between the centroid of the fish-like robot and the
target point p* the at time step k, n(k) is the relative angle between
its current orientation 6,040+ and the ray from p(k) to p*. (b) PFC
task. Given a path, the P(k) is the closest point to p(k) in the
path and the d(k) is the length of the vector pointing from p(k) to
P(k). The Rg is the exploration range for the fish-like robot and
the ¢ is the farthest point in the given path that the fish-like robot
can detect. The tangent line [, at the P(k) in the given path point
to the direction of the given path. The 8(k) is the relative angle
between p(k)q and I,. The ¢(k) is the relative angle between I,
and the direction of the fish-like robot.

new training data in the simulator again, which remarkably
reduces the training workload for the whole framework.

V. EVALUATIONS

In this section, we evaluate the proposed framework in
two control tasks. The first one is the Approaching Target
and Stay (ATS) task which requires the fish-like robot to
approach a particular position in altered flows with out over-
shoot and hold it for a certain time. The second application
is a Path-Following Control (PFC) task [23][21][29] which
demands the fish-like robot to accurately follow a predefined
trajectory.

Simulations are deployed on the tailored FishGym simu-
lator in Section II with a simulation timestep set to 0.004s.
The domain size is 4m x 4m x 1m (length x widthx height),
and the grid resolution is 200 x 200 x 50. The size of the
fish-like robot is 0.32m x 0.05m x 0.08m. The fish-like robot
has 4 joints and the control timestep of the fish-like robot is
0.2s.

All the simulations are conducted on a personal computer
with an Intel Core i9-12900K CPU and NVIDIA GeForce
RTX 3080 Ti GPU. Due to the GPU parallel computational
feature of FishGym, the training process by FishGym is
dramatically quicker than the traditional CFD environment
[91[8][21][22]. For instance, [21] needs 16 days for training
just 50 episodes. However, as we mention after, the whole
learning process in this paper includes 4000 episodes, but
only cost 55 hours.

A. Formulating the Approaching Target and Stay Task

As shown in Fig. 4, the fish-like robot is placed in a
circular area. Its goal is to reach the center of the circular
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Fig. 5: Training process for proposed approach and two
baselines. The static controller is trained in static background flow.
The randomization controller and the proposed controller are trained
in the altered flow field. Each controller has trained 4000 episodes.
The average reward in this figure is smoothed by sliding windows
for clear visualization.

and try to stay nearby. Referring to the definition of ATS

task, the task-related state s’,;“s’“ is defined as:

sit*t = [d(k), n(k)]- )

which indicates that only local information is known to the
robot, i.e. the robot can obtain only the relative information
from its actual position and pose to the target position and
pose. Action ay is set to be a vector of the joints’ torque.
The reward function received by the robot after executing
the action ay, is specified as

r(k) = 1/(1 + 8d(k)) ®)

with § = 18 is a hyper-parameter. Each episode will
terminate when the distance exceeds the exploration bound
Rp = 0.5m or the timestep reaches the maximum value
kmae = 100, i.e. 20 seconds.

Note that, the majority of the state-of-art literature [20][42]
uses the Point-to-Point Navigation (PTPN) task to train the
fish-like robot in which the episode will terminate once the
fish-like robot arrived at the target point. However, this type
of task usually teaches the robot to swim fast and results in a
large overshoot after reaching the target point. Thus, the fish-
like robot cannot learn how to sense the dynamic of the flow
field and properly use such information to swim smartly. We
want to emphasize that, different from the PTPN task [43]
with only one objective, the delicately designed ATS not only
takes the position control into consideration but also the pose
requirement which is given implicitly in the reward function.
Thus, ATS enables the robot to learn a more sophisticated
control policy, such as the rheotaxis behavior exhibited in
Fig. 1, to cope with the effect brought by the background
flow.

B. Training for FIC

In this subsection, we will describe the learning process
and results of FIC for the ATS task using the FishGym sim-
ulator and our DRL-based training methodology proposed in
V.



1) Training Process: At the beginning of each training
episode, the fish-like robot is randomly located in the circle
centered around p* satisfying d(0) < Rp and ¢(0) €
[-7,7]. As for the uniform background flow, the direc-
tion and velocity will be randomly chosen from the set
Vfiow € {0.0,0.1,0.2,0.3} and 610, € {0,0.5m, 7, 1.57},
separately. Then, the characteristic vector g of the back-
ground flow will remain constant in the current episode.
Each episode continues until the fish-like robot either goes
out of bounds (i.e. d(k) > Rp) or the time step reaches
its maximum value. The proposed FIC is implemented using
fully connected layers. The structure of the actor-network is
15 x 256(ReLU) x 256(ReLU) x 4, while that of the critic-
network is 19 x 256(ReLU) x 256(ReLU) x 1. The learning
rate of the actor network, critic network and temperature
parameter o are 0.0003, 0.001 and 0.001, respectively. The
reward discount factor «y is 0.9. The whole learning process
costs us 55 hours for 4000 episodes. The obtained FIC is
referred to as w9 g (1)

2) Training Results: Fig.5 shows the learning curves
smoothed by a sliding window. To further demonstrate the
effectiveness of the proposed framework, we also trained two
additional control policies for comparison: a static flow DRL
policy 7% ¢ and a randomization policy 7'y;g. The 7 g
policy is obtained through the exact same learning procedure
(including the task, the background flow, and the network)
as that of 79,4 (1). The only difference is that policy 77y ¢
is trained without the given flow-related state sklow. The
static DRL policy 7% g is trained only in static background
flow, which is similar to the policy presented in our previous
paper [29]. As shown in Fig. 5, three policies have a similar
rate of growth in their average reward, but the proposed FIC
m9rg(p) achieves a higher reward in the later stage. This
indicates that the robot has learned how to take advantage of
the background flow to reach its destination faster and thus
gain a higher reward.

C. Training for FCE

Even with the ability to adapt to different background
flows, the FIC 79pg(t) can only succeed at a task when
given accurate flow characteristic vector yu, and this oracle
knowledge is typically not readily available without any
extra sensors like ALLS. As we promised before, here we
tend to train an online estimator that provides a sufficiently
accurate estimate i such that we can substitute i into the
FIC 79 rg(t) to obtain an implementable FCE-based FIC,
namely 7%,(&). We would like to emphasize that, for the
FCE, the training data comes from the latest 10000 data in
the replay buffer which is obtained during the FIC training
process. This is based on one key observation that FCE only
needs to be accurate for the trajectories that are likely to be
observed when performing the tasks of interest. Hence, the
training for FCE does not involve any CFD simulation, and
in turn, tremendously improves the computational efficiency
of the proposed algorithm.

The training of the FCE network is conducted according
to the SL algorithm given in Section IV, The FCE network

is realized with fully connected layers where the structure
of the network is 80 x 256( ReLU) x 256(ReLU) x 2 and
the number of the historical information used n is 4. The
loss is calculated by the MSELoss function to complete the
gradient descent to update the network weights. The results
are neglected due to space limitations.

D. Testing in ATS Task

Now we deploy the aforementioned four policies (7% g,
s Tars (1), Trs () to the fish-like robot to complete
the ATS task in different background uniform flows gener-
ated by our tailored FishGym simulator. In the test, the speed
of the background flow v 4, varies from 0 to 0.59, but the
direction 0y, is fixed to be zero degrees (moving from left
to right). However, the initial positions and orientations of the
robot are different, with one being orthogonal to the direction
flow while the other one directly facing the oncoming flow.
Hence, the flow direction from the standpoint of the robot is
not the same, thus can comprehensively show the ability of
our proposed method.

The resulting trajectories of the fish-like robot are shown
in Fig. 6(a). The behaviors of the four algorithms in the qui-
escent flow are comparable. However, once the environment
has a nonstatic background flow, the 7%, obtained in the
quiescent environment quickly failed, which again illustrates
the significance of considering the influence of background
flow for the motion control of the underwater vehicle. When
facing the flows with speed (0.17m/s and 0.3 m/s) that are
covered in training, all the rest of the methods succeeded in
completing the ATS task which indicates that the DRL-based
algorithm indeed enable the robot to learn an adaptive policy
to compensate for the influence brought by the background
flow. However, once the flow speed exceeds the training
region, the performance of ny;¢ and w4rg(ft) degrades.
Nevertheless, it is worth pointing out that, the 7%,¢ (1)
policy can better cope with the unforeseen background flow.
Therefore, we believe the reason behind the failure of the
randomization policy 7’y;¢ and the proposed one 7% q(f)
are essentially different, where the former one reveals the
limitation of an end-to-end DRL approach and the later
one implies the critical role of an accurate estimator. These
phenomena motivate us to improve our FCE in future work,
but on the other hand, also imply the explainability and
generalizability of the presented framework.

E. Transfer to PFC task

Now, to showcase the generalizability of the presented
framework, we directly deploy the FCE-based FIC obtained
in the ATS task, namely 79,4(ft), to a classical PFC task
[44] that requires a robot to accurately follow a predefined
geometric path.

As shown in Fig. 4(b), the robot is said to be able to follow
a path if the distance d(k) is sufficiently small. But to drive
the robot to swim forward and facilitate the 7%,g(f), the
point g instead of the P(k) is chosen as the target position
p* of the ATS task. The rest of the states in s, are identical
to the original one. The simulation results are given in Fig.
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6(b). Again, the 79 g(jt) outperforms the policy obtained
in a static environment 7%,¢ in both two nonquiescent
background flows. In addition, we would like to draw the
reader’s attention to the last few seconds of the PFC task,
where we clearly observe the turn-around action of the fish-
like robot under our policy. Since the background flow flows
from left to right, such behavior known as rheotaxis for fish
in nature enables the fish to face the oncoming flow and hold
its position with minimal effort.

VI. CONCLUSION AND DISCUSSIONS

This work develops a numerical study framework for
underwater robots operating in non-quiescent background
flows by utilizing a DRL and an immersed boundary-
lattice Boltzmann method (IB-LBM)-based simulator. As
mentioned before, to facilitate successful learning-based pol-
icy exploration, we need two essential features to form the
whole framework: first, computational efficiency, which is
crucial for the agent to learn in a reasonable time, and
second, simulation accuracy, which can reflect not only the
nonlinear fluid-structure interaction during swimming but
also the complex background flow field that the robot may
encounter in reality.

Based on the above considerations, in the presented frame-
work, the fish swimming in a viscous incompressible flow
is simulated with an IB-LBM-based fluid solver, known
as FishGym in this paper, which has been validated in
our previous publications [29]. Based on that, we carefully

tailored FishGym to generate various uniform flows without
slowing down the computation of fluid dynamics or losing
accuracy. Then, a learning methodology is designed to train
an adaptive control policy for the robot to perform a specific
control task. Unlike the end-to-end approach, our control
policy is formed by coupling a full information controller
with an online flow characteristic estimator. But the coupling
only exists in the implementation stage rather than during
the whole training process. Thus, we significantly reduce
the computation cost while ensuring the effectiveness of
the estimator-based controller by explicitly integrating the
estimated parameters into the input state. Finally, we use
two typical motion control tasks (ATS and PFC) to verify our
algorithm. In this way, we believe the proposed framework
achieves state-of-the-art simulation accuracy and control ef-
fectiveness, which is crucial for sim-to-real transfer currently
under investigation. In future work, the effectiveness of the
proposed learning-based control policy will be verified via a
real fish-like robot in an experiment environment.
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